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Abstract—When studying the properties of objects, which con-
sist of many elements that have some of the specified properties
and are in specified relationships, a convenient tool to describe
them is the use of predicate calculus formulas.

In such a case, the relations between elements of such an object
are set by atomic formulas in which the order of arguments is
strictly defined. But if the relation does not depend on the order of
the arguments (for example, it is commutative, as the relation ”be
friends”), then it becomes necessary to write out atomic formulas
with all possible argument orders. It is even more difficult to
write down such a property of a group of elements in which
the number of elements for different groups of the same type is
different. For example, a group of ”family” elements can include
from two to a sufficiently large number of elements.

The use of special-type hypergraphs for the description and
analysis of such objects, named hypergraphs of relations, is
proposed below. The notion of such a hypergraph’s isomrphism
is defined. The above-mentioned concept is illustrated by model
examples.

Keywords— Predicate formulas, complex structured object,
hypergraph of relations.

I. INTRODUCTION

At the end of the 20th century, many works based on the
use of predicate calculus appeared to solve image recognition
problems in which recognizable objects are complex, that is,
they consist of elements with specified properties and are in
specified relationships with a fixed number and a fixed order
of arguments [1]–[3].

Such problems are NP-complete or NP-hard [4]. Objections
to the use of predicate formulas due to the exponential
complexity of the algorithms involved can be answered as
follows.

Information recorded using predicate formulas can be simu-
lated by binary strings. In this case, the problem of recognizing
whether one of the binary strings is a substring of the other is
solved in several steps that do not exceed a polynomial in the
lengths of these strings records. That is, instead of an NP-hard
problem, you can solve a polynomial one. But after all, the
length of the record of the binary string modeling the pred-
icate formula is exponentillay greater than the length of the
record of the original predicate formula. Therefore, objections
regarding the NP-difficulty of problems are untenable in this
case.

Within the framework of the logic-predicate approach to
solving Artificial Intelligence problems, the following prob-
lems were solved:

– constructing a level description of objects that significantly
reduces the computational complexity [5];

–building a fuzzy logic-predicate network that allows rec-
ognizing objects with a given degree of confidence [6];

– building a logic-predicate network that changes its con-
figuration in the process of further retraining [6];

– creation of the ontology [7],
and some others.
The main notions that allow us to solve theese problems are

the notions of elementary conjunctions isomorphism [8] and
maximal common subformula.

A significant disadvantage of the logical-predicate approach
is that

– the relations between the elements can be commutative,
– in predicate calculus, all predicate symbols have a fixed

dimension.
In the first case, for the l-ary relation p, if p(x1, . . . , xl) is

true, then for every permutation of the arguments xi1 , . . . , xil

true p(xi1 , . . . , xil), that is, instead of a single atomic formula,
p(x1, . . . , xl) in the descriptions, you need to write down a
disjunction of l! formulas of the form p(xi1 , . . . , xil). If there
are t occurrences of commutative predicates in the description,
the number of arguments in which is l1, . . . , lt, then you will
have to write down l1! · · · · · lt! formulas of the same type.

In the second case, instead of a single predicate p of fixed
arity, it is needed to introduce predicates p2, . . . , pk with the
number of arguments 2, . . . , k, where k is the largest number
of elements that can be in this relation.

To overcome these disadvantages, the use of a special type
of hypergraphs, called hypergraphs of relations, is proposed
below.

II.

Definition 1. A complex structured object (CSO) is an
object ω = {ω1 . . . ωt} the elements of which have specified
properties (satisfy unary predicates) and are in the specified
relationships (satisfy multi-place predicates) p1 . . . pn.

Definition 2. Description of a CSO S(ω) is an elementary
conjunction of atomic formulas with predicates p1 . . . pn,
which is the maximum in the number of literals, and is true
for ω.
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Definition 3. Two elementary conjunctions of atomic predi-
cate formulas P (a1, . . . , am) and Q(b1, . . . , bm) are called
isomorphic

P (a1, . . . , am) ∼ Q(b1, . . . , bm),

if there is such an elementary conjunction R(x1, . . . , xm)
and substitutions of arguments ai1 , . . . , aim and bj1 , . . . , bjm
of formulas P (a1, . . . , am) and Q(b1, . . . , bm) accordingly,
instead of all occurrences of variables x1, . . . , xm of the
formula R(x1, . . . , xm), that the results of these substitutions
R(ai1 , ..., aim) and R(bj1 , ..., bjm) coincide up to the order of
literals with the formulas P (a1, . . . , am) and Q(b1, . . . , bm),
respectively.

The resulting substitutions |x1
ai1

· · · xm
aim

1 and |x1

bj1
· · · xm

bjm
are

called unifiers of formulas P (a1, . . . , am) and Q(b1, . . . , bm)
with the formula R(x1, . . . , xm) respectively.

In the above definition, one could do without introducing the
formula R(x1, . . . , xm) into it, as it is done in the definition
of isomorphic graphs. But, firstly, my mathematical education
does not allow me to substitute anything in the formula instead
of constants. Secondly, in the future, this formula will act
precisely as a formula with variables that sets the common
property of two CSOs.

Let Ω1 be a subset of all elements.
Definition 4. A disjunction of elementary conjunctions with

variables for arguments

S(Ω1) = A1
1(x

1
1) ∨ · · · ∨Ak1

1 (xk1
1 ),

which is true for objects of the set Ω1 and only for them is
called a description of S(Ω1) of the set Ω1.

In such a case, the problem of verifying if ω ∈ Ω1 is reduced
to checking the logical sequence of

S(ω) ⇒ ∃x ̸=S(Ω1).
2

More precisely, to checking for each i = 1, . . . , kj logical
sequence

S(ω) ⇒ ∃xj ̸=A
i
j(x

i
j). (1)

In fact, the logical sequence (1) means isomorphism of an
elementary conjunction Ai

j(x
i
j) to some subformula of a

conjunction from S(Ω1) [9].
With this formulation of the problem, each complex struc-

tured object can be defined by a graph. The elements of the
object ω1, . . . , ωn correspond to vertices with the same names.
The predicate symbols p1, . . . , pk correspond to vertices with
the same names.

An atomic formula pi(an1
, ...ank

) with a k-ary predicate
symbol pi corresponds to an oriented path from vertex pi
through vertices an1

, ...ank
.

1The notation P |x1
ai1

· · · xm
aim

is used to replace all free occurrences in the
formula P of variables x1, · · · , xm with constants a1, · · · , am, respectively.

2The notation x ̸= is used to mark that the variables have various values.

III.

To overcome the difficulties described in the Introduction,
it is proposed to use special-type hypergraphs, which we will
call hypergraphs of relations.

Let the properties and relations of p1, . . . , pn are defined
on the set ω = {ω1, . . . , ωt}. Moreover, relations can be
commutative (sometimes only for a part of arguments) and
have an arbitrary number of arguments.

For every element of the set ω, it is known what properties
are fulfilled, and in what relationships these elements are.

The vertices of a hypergraph of relations are
– vertices with the names of properties and relations, which

will be called pedicate vertices;
– vertices with the names of the elements of ω, which will

be called objective vertices.
If p is the property name of an element ωi (atomic formula

p(ωi)), then the vertex with the name p is connected by an
oriented edge with the vertex named ωi for every name of an
element that has this property

p → ωi .

If p is the name of a noncommutative k-ary relation
(atomic formula p(ωi1 , . . . , ωik)), then a predicate vertex p
is connected by an oriented edge with an oriented sequence
of objective vertices, the elements of which are in the relation
p

p → (ωi1 → · · · → ωik) .

If p is the name of a commutative relation of arbitrary
dimension, then a vertex named p is connected by an oriented
edge with the set of vertices, containing all names of the object
elements that are in this relation

p → {ωi1 , · · · , ωik} .

If p is the name of a noncommutative k-ary relation,
which can have one of the elements of a set specific to
that position, then the vertex named p is connected by an
oriented edge with a sequence of sets whose elements are in
this relation

p → ({X1} → · · · → {Xk}) .

The last of the hyperedges described corresponds to the
formula

∀x1 . . . xk(x1 ∈ {X1}& . . .&xk ∈ {Xk} ⇒ p(x1 . . . xk)).

Similarly, we can define the case when p is the name of
a commutative k-ary relation, in which at each position
there may be one of the elements of a set specific to that
position, then the vertex named p is connected by an edge to
a sequence of sets, the elements of which are in this relation

p → {{X1}, · · · , {Xk}} .

The following definition of isomorphism for hypergraphs
of relations differs from traditional ones for graphs and hy-
pergraphs. But it is equivalent to that for hypergraphs. The
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nessesity of introducion a new hypergraph with variables as
vertex names is due to the fact that it is this hypergraph that
will determine the general properties of objects.

Definition 5. Two hypergraphs of relations G1 and G2 are
called isomorphic if there exists such a hypergraph of relations
H with variables as vertex names and such substitutions λ1

and λ2 of the names of the object elements in G1 and G2

instead of the variables of the graph H , the results of applying
these substitutions are graphs G1 and G2.

Such substitutions will be called the unifiers of the hyper-
graphs G1 and G2 with the hypergraph H .

It is easy to prove that checking the isomorphism of graphs
of relations is polynomially equivalent to the ¡¡open¿¿ problem
Graph isomorphism.

An example of isomorphic hypergraphs of relations

G1 G2 H
p1 → a p1 → β p1 → x
p1 → c p1 → γ p1 → y
p2 → b p2 → α p2 → z
p2 → d p2 → δ p2 → u

p3 → (a, {c, b}) p3 → (γ, {β, δ}) p3 → ({X}, {Y })

The following substitutions are the unifiers of the hyper-
graph H with the hypergraphs G1 and G2.

λ1 = |xa, |
y
b , |

z
c , |ud , |

{X}
{a} , |{Y }

{c,b},

λ2 = |xβ , |yγ , |zα, |uδ , , |
{X}
{γ} , |

{Y }
{β,δ}.

IV.

Definition 6. A set ω = {ω1, . . . , ωn}, on which the
properties of these objects and the relations between groups
of objects are defined, is called a complex object (CO).

Definition 7. A hypergraph of relations S(ω), the set of
predicate vertices of which contains the names of all properties
of objects and the relations between them, and the set of
objective vertices contains the names of all elements of this
object, is called a description of CO ω.

Let Ω1 be a subset of all elements.
Definition 8. A description S(Ω1) of the set Ω1 is such a

collection of hypergraphs of relations with variables for object
names that for each object from the class in this collection
there is a hypergraph isomorphic to the graph defining the
description of an object.

The problem of checking whether a recognized object be-
longs to a given class is to check whether there is a hypergraph
in the class description that is isomorphic to a subgraph that
defines the object description.

Definition 9. A hypergraph of relations H with variables
for the names of objective vertices defines a common property

of two hypergraphs of relations G1 and G2 if there exist such
subgraphs G′

1 and G′
2 of G1 and G2, respectively, that are

isomorphic to H .
Definition 10. A hypergraph of relations H with variables

for the names of objective vertices defines a maximal common
property of two hypergraphs of relations G1 and G2 if it
defines their common property, but after the addition of any
vertex or any edge to H , the obtained hypergraph of relations
is not isomorphic to G1 or G2.

Introduction of the notion of a maximal common property
of two hypergraphs of relations allows us to construct a
description of a class according to a training set. It is sufficient
to pairwise extract the maximal common properties of the
training set descriptions.

According to such a class description, it is possible to solve
the problem of whether a concrete object described in the
terms of such hypergraphs belongs to a described class.

VI.

Let an object be the family of Johnson. It contains 6
members: father John, mother Mary, two sons, Peter and Basil,
daughter Katherine.

Two properties and one relation are defined as
m(x) – ”x is a man”,
w(x) – ”x is a woman”,
p({X}, {Y }) – ”the element of the set {X} is a parent of

the element of the set {Y}”.
In such a case, the description of the Johnson family can

be represented by a hypergraph of relations. The predicate
vertices of such a hypergraph of relations are m, w, p. The
names of family members J , M , P , B and K are in the set
of objective vertices.

The edges have the form

m → J, m → P, m → B,

w → M, w → K,

p → ({J,M}, {P,B,K})).

The last edge means that every element of the set {J,M}
is the parent of every element of the set {P,B,K}.

Description of the class ”families with broth-
ers”3 corresponds to the fact that the formula
∃xx1x2(p(x, {x1, x2})&m(x1)&m(x2) follows from the
description of a particular family.

This formula (without quantifiers of existence) corresponds
to a hypergraph with variables x, x1, x2 as vertex names and
with edges

m → x1, m → x2,

p → (x, {x1, x2}).

3Below, the letters x, y and z are used for the names of variables for objects
(perhaps with indexes), and {X}, {Y } and {Z} (perhaps with indexes) are
used for the names of sets of objects.

MODEL EXAMPLE OF DESCRIPTION AND 
RECOGNITION BY MEANS OF HYPERGRAPHS OF RELATIONS 

 SETTING THE PROBLEM OF RECOGNITION IN THE 

  LANGUAGE OF HYPERGRAPHS OF RELATIONS

V.  MAXIMAL COMMON PROPERTY OF TWO 
HYPERGRAPHS OF RELATIONS 

111



It is obvious that it is a subgraph of a hypergraph defining a
description of the Johnson family with the following unifiers
(values of variables) x = J , x1 = P , x2 = B.

There are other unifiers x = M , x1 = P , x2 = B.
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