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Abstract—This paper investigates the busy period of a
multi-server queueing system in which tasks require the
simultaneous allocation of a random number of servers. The
model considers m, (m ≥ 1) homogeneous servers, Poisson
arrivals, and exponentially distributed service times. Each
task randomly requests between one and m servers for its
execution, and service begins only when the required number of
servers is available. By formulating the system dynamics using
a recursive relation that captures the evolution of the busy
period based on task completion and service initiation events. A
general expression for the expected busy period is derived. The
results contribute to a deeper understanding of multi-server
systems with simultaneous service and offer valuable insights
for performance evaluation in modern computing infrastructures.

 Keywords—Queueing Theory, multi-server queueing system, 
multiprocessor queueing system, busy period.

I. INTRODUCTION

Queueing models play a critical role in the performance
analysis of complex service systems, particularly in comput-
ing, telecommunications, and logistics. Among the various
characteristics of such systems, the busy period—the time
interval during which the system remains continuously occu-
pied—serves as a key performance metric. It offers insight
into system responsiveness, resource utilization, and potential
bottlenecks. Precise analysis of busy periods enables the
design of efficient scheduling and load balancing mechanisms,
especially in systems with shared and limited resources.

Traditional queueing theory has extensively studied busy
periods in single-server and simple multi-server models with
independent service requirements. Classical results are avail-
able for M/M/1 and M/M/c systems, where each task is served
independently by a single server. Analytical formulas for the
distribution and expected value of the busy period are well-
known under these assumptions, with applications in delay
prediction, capacity planning, and reliability assessment [1, 2,
3].

However, these models fail to reflect the reality of modern
computational systems, where tasks often require the concur-
rent use of multiple processing units. In particular, many-
core processors, distributed computing frameworks, and cloud
infrastructures allocate multiple servers or cores to service a
single task simultaneously. This has led to the development
of multi-server queueing models with simultaneous service,

where each task requires a random number of servers to be
available before service can begin [4, 5].

Despite their relevance, such models have received relatively
little analytical attention, mainly due to the complexity intro-
duced by simultaneous resource requirements and the resulting
high-dimensional state space. Recent studies have attempted
to address this gap through stochastic modeling and numerical
methods [6, 7, 8, 9]. However, the behavior of busy periods in
these models remains largely unexplored. Understanding the
busy period in this context is crucial for accurately estimating
system congestion and for designing admission control poli-
cies in multi-processor and multi-threaded environments.

This paper focuses on analyzing the busy period of a
multi-server queueing system in which each task requires the
simultaneous allocation of a random number of servers. Tasks
arrive according to a Poisson process, and service times are
exponentially distributed. We model the dynamics of such a
system using steady-state probabilities and derive expressions
related to the probability and expected duration of the busy
period.

II. MODEL DESCRIPTION

A multi-server queueing system is considered, consisting of
m homogeneous servers, where m ≥ 1. Tasks (also known as
customers or jobs) arrive according to a Poisson process with
rate a.

Each arriving task is characterized by a pair of parameters
(ν, β), where:

• ν ∈ {1, 2, . . . ,m} denotes the number of servers required
to process the task simultaneously;

• β > 0 denotes the service time of the task.
If the required number of servers ν is not immediately
available upon arrival, the task enters a single first-come, first-
served (FCFS) queue, where it waits until ν servers become
available. The system assumes an infinite buffer capacity,
allowing an unlimited number of tasks to wait in the queue.

Once a task begins service, the requested ν servers are
allocated simultaneously and remain occupied throughout the
service duration β. Upon completion, all ν servers are re-
leased simultaneously. The number of servers required by a
task, ν, follows a discrete uniform distribution over the set
{1, 2, . . . ,m}, each assigned an equal probability of 1/m. The
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service time β is exponentially distributed with rate b > 0.
Figure 1 shows the schema of the described multi-server
queueing model. Upon arrival, a task is either accepted for
service or, if it cannot be immediately accepted for service, it
is queued and serviced in FCFS order. Once the task service
begins, it continues uninterrupted until completion.

Thus, these assumptions provide a framework for analyzing
the dynamics of task arrival and service completion within
the multi-server queueing model in which each task requires
a random number of servers simultaneously, and a random
service time at all occupied servers.

Fig. 1. The schema of the queueing model

III. BUSY PERIOD ANALYSIS

This section presents equations for estimating the expected
busy period, i.e., the time until the system becomes idle. By
examining the service process and the established notation,
the aim is to capture the completion dynamics of tasks in the
service and queue.

Let πi,j denote the duration of the busy period, given that
i tasks are being serviced and j tasks are in the queue (0 ≤
i ≤ m and j ≥ 0).

When considering the service process, the busy period will
be expressed in terms of a recursive relation: that is, the busy
period when i tasks are being serviced and j tasks are in the
queue contains the value of the service time of the task that
will complete its execution first among the i tasks, and the
busy period of the system after the completion of this task.
When the first of the i active tasks completes its execution,
the service process transitions in the following manner:

1) There may not be a sufficient number of idle servers to
initiate service for any waiting task in the queue.

2) More generally, there may not be enough available servers
for k tasks in the queue to start execution simultaneously.

Taking these conditions into account, the busy period can be
described by the following recursive relation:

πi,j = β̃i + χ
(0)
i,j πi−1,j + χ

(1)
i,j πi,j−1+

+ χ
(2)
i,j πi+1,j−2 + · · ·+ χ

(k)
i,j πi+k−1,j−k,

(1)

where the parameters satisfy the following conditions: 0 ≤
i ≤ m, j ≥ 0, 0 ≤ k ≤ j, and 1 ≤ i + k − 1 ≤ m,
the variable β̃i denotes the minimum service time among the
i tasks currently in service and the indicator function χ

(k)
i,j

represents the event in which, immediately after the first of
the i active tasks completes execution, exactly k tasks from
the queue begin service simultaneously. To ensure a compact
and well-defined formulation, we introduce a fictitious task
in the queue with a resource requirement νi+k+1 = m + 1,
effectively preventing any additional tasks from entering the
service when there are no available resources.

Assuming the independence of the random variable πi,j

from the system’s history, and taking the mathematical ex-
pectation in equation (1), the expected duration of the busy
period can be obtained.

IV. CONCLUSION

This study presents a stochastic analysis of the busy period
in a multi-server queueing system where each task requires
the simultaneous allocation of a random number of servers.
By modeling task arrivals as a Poisson process and assuming
exponential service times, a recursive relation is derived to
characterize the busy period as a function of the system state.
The formulation accounts for the dynamics of task execution
and the possibility of initiating service for multiple queued
tasks after a server release.

The proposed model extends classical queueing theory by
addressing the complexities introduced by simultaneous ser-
vice requirements — a feature common in modern distributed
and high-performance computing systems. The derived recur-
sive equation and expected busy period provide a foundation
for further analytical or numerical studies on system through-
put, resource utilization, and delay.
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